/.\ BicHuk TepHONiIbCHKOI0 HALIOHAJIBLHOIO TEXHIYHOI0 YHiBEPCHTETY
https://doi.org/10.33108/visnyk_tntu

my Scientific Journal of the Ternopil National Technical University
\/ 2024, Ne [ (113) https://doi.org/10.33108/visnyk_tntu2024.01
ISSN 2522-4433. Web: visnyk.tntu.edu.ua

UDC 004.852

COMPARATIVE ANALYSIS OF DATA AUGMENTATION METHODS
FOR IMAGE MODALITY

Andrii Bokhonko; Nataliia Melnykova; Yurii Patereha

Lviv Polytechnic National University, Lviv, Ukraine

Summary. The object of research is forecasting processes in the case of short sets of tabular data.
The subject of research is the data augmentation method for images. Achieving the goal occurs primarily from the
study of existing machine learning tools and data augmentation methods for images. Further software development
to implement various data augmentation methods and machine learning models for images. Approbation of the
work was carried out by analyzing the effectiveness of various methods of data augmentation for images using
quality metrics and statistical methods. Due to the results of the research, an analysis of the influence of various
methods of data augmentation on the effectiveness of classifiers in images was carried out.
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Problem statement and justification. In the modern world, the volumes of available
data are growing each year, but in many cases, the quality and quantity of data may be
insufficient for effective training of various machine learning and artificial intelligence models.
Therefore, to enhance the productivity and accuracy of these models, there is a need to develop
effective methods of data augmentation.

Data augmentation is the process of creating new data based on existing data, which
helps to improve the representation of various aspects and characteristics of the data. The
importance of data augmentation is high in various fields such as computer vision, speech
recognition, and data analytics, and it can play a crucial role in building accurate and
efficient models.

The data challenges are making the achievement of high accuracy and productivity in
machine learning and artificial intelligence models impossible. Without adequate
understanding and application of effective data augmentation methods for different modalities,
we are very likely to face the following problems [1]:

1. Overfitting: models may become too specific to the training dataset and inadequately
generalize their predictions to new data.

2. Insufficient amount of data: the lack of sufficient quantity and quality of data can
lead to poor training results and render models unfit for solving practical tasks.

3. Time and computational costs: without using optimal data augmentation methods,
model training can become costly in terms of both time and computational resources.

All these problems can lead to low-quality results, wasted efforts in model
development, and inefficient utilization of computational resources. This underlines the
importance of conducting research and developing data augmentation methods for various
modalities that will facilitate solving the above-mentioned problems and achieving better
results in the construction and application of machine learning and artificial intelligence
models.

Analysis of existing research results. Based on the literature search on this topic,
several articles directly related to the research theme have been analyzed. In the work [2], the
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application of hyperparameter adjustment methodologies for data augmentation to improve the
performance of convolutional neural networks in image classification was clearly described.
Additionally, the substantial practical use of data augmentation to increase the volume of
training data for deep artificial neural networks, especially convolutional neural networks, is
discussed in the article [3]. The comparison and analysis of different data augmentation
methods for image classification, from classical image transformations (rotation, cropping,
zooming, histogram-based methods) to style transfer and generative adversarial networks
(GANS), are also presented in the work [4].

Objective of the study. Comparative analysis of data augmentation methods for
images. Within the scope of this research, various data augmentation methods for images will
be analyzed. The research will be conducted using different algorithms and machine-learning
models. Comparing the results of the research will help to determine the effectiveness of
different data augmentation methods for images.

Formulation of research tasks. The research tasks can be formulated as follows:

1. Analyze scientific literature and identify key data augmentation methods for images.

2. Develop some criteria for evaluating the effectiveness of data augmentation methods,
taking into account the specific features of model tasks and image modalities.

3. Conduct experiments with different data augmentation methods, using the specified
criteria to assess their effectiveness on various datasets and tasks.

4. Analyze the results of experiments and identify the most effective data augmentation
methods for images, considering their impact on the accuracy and generalization ability of models.

Justification of the chosen modality and data augmentation methods. Data
augmentation (enlargement) is a technique used in machine learning, especially in the context
of deep learning, to expand and enrich the training dataset by creating new data instances
through various transformations applied to existing data. These transformations are designed to
preserve the original class labels while introducing variations and diversity in the data,
simulating real-world scenarios.

More in detail, data augmentation performs several tasks to help address the data
scarcity problem [5]:

1. Increase the size of the dataset.

2. Enhance data diversity.

3. Solving class imbalance problems.

4. Implicit regularization.

Image data augmentation plays a crucial role in improving the performance of machine
learning models, particularly in computer vision tasks such as image classification, object
detection, and segmentation. By applying various transformations to original images, new
training samples are created, making the dataset larger and more diverse. This helps the model
learn more generalized functions and become more resistant to variations in real-world data.
Some examples of image augmentation techniques are as follows [6]:

1. Random rotation: This technique involves randomly rotating images by a specified
angle within a defined range.

2. Width and height shift: These methods involve random horizontal or vertical shifts
of images by a certain fraction of the total width or height of the image. These techniques help
the model recognize objects despite slight displacements.

3. Brightness adjustment: This method alters the brightness of images by randomly
adjusting illumination levels within a specified range. This allows the model to learn features
less dependent on lighting conditions.

4. Shear transformation: This operation distorts images by applying a random shear
angle within a defined range. Shear transformation helps models recognize objects that may
appear deformed or stretched.
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5. Horizontal and vertical flipping: This technigque involves randomly flipping images
horizontally or vertically, creating new images with different perspectives and helping the
model generalize various viewpoints.

Algorithm for image data classification and results evaluation metrics.
Convolutional Neural Network (CNN) is a type of deep learning model specialized in
processing grid-like data, such as images, using convolutional layers to capture local spatial
patterns and abstractions. CNNs have become the basic model for numerous image
classification tasks due to their ability to learn hierarchical functions, resilience to noise, and
variations in input data.

The key layers of CNN [7] for image classification are as follows:

1. Input Layer. The input layer is responsible for receiving the raw image data. Each
input image is typically represented as a three-dimensional tensor (width, height, and number
of color channels - usually 3 for RGB images).

2. Convolutional Layers. These layers perform the convolution operation, applying a
set of learnable filters to the input image or the output of previous layers. During convolution,
the filter moves across the image, element-wise multiplying the filter with the local
neighborhood and then summing the results to create a feature map. Each filter detects specific
features or patterns in the input data, such as edges, lines, textures, or more complex structures
at deeper levels of the network.

3. Non-linearity (Activation Functions): Activation functions introduce non-linearity to
the network, allowing it to learn and approximate complex, non-linear functions. The most
common activation function is the Rectified Linear Unit (ReLU), which retains positive values
and sets negative values to zero.

4. Pooling Layers. Pooling layers reduce spatial dimensions and computational
complexity, making the model more computationally efficient and invariant to changes. The
most commonly used pooling technique is Max-Pooling, which takes the maximum value from
a certain local neighborhood (usually 2x2) and moves across the image.

5. Fully Connected Layers. Fully connected layers are used to map the results from the
convolutional and pooling layers to the final class score or probability distribution. In a typical
architecture, there may be one or more fully connected layers, followed by the softmax
activation function to output probabilities for each class.

6. Output Layer. The output layer produces the final class probabilities for image
classification. For multi-class tasks, softmax activation is often used, while binary classification
may use a sigmoid activation function. The class with the highest probability is selected as the
final prediction of the network.

To assess the quality of predictions, five metrics have been chosen [8]:

1. Accuracy. Measures the proportion of correct predictions made by the model
compared to the total number of samples. It provides an evaluation of how well the model can
correctly classify instances from a given dataset.

2. Precision: evaluates how precise the model is in predicting positive values.

3. Recall: measures how many actual positive cases the model correctly predicted as
positive.

4. Fl-score. This evaluation metric is particularly effective when dealing with
unbalanced datasets or when both false positives and false negatives are of concern.

5. Confusion matrix. This table reflects the classification model's performance by
comparing its predicted labels with the actual labels (ground truth) in a cross-tabular format.

Research Results. Image Augmentation. The software implementation was carried
out using the Google Colaboratory cloud environment and the Python programming language.
Several auxiliary libraries were utilized for the task, including Numpy, Pandas, OpenCV,
Scikit-learn, Keras, and Matplotlib.
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For image augmentation, a dataset of chest X-ray images with pneumonia and without
pneumonia was chosen. It consists of 5863 X-ray images (JPEG) and two categories
(pneumonia/normal). Chest X-ray images were selected from a medical center in Guangzhou.
All chest X-ray examinations were conducted as part of routine clinical care for patients. To
analyze chest X-ray images, all chest radiographs were initially reviewed for quality control by
removing any low-quality scans or unreadable images.

In Figures 1 to 2, examples of images from this dataset are presented with pneumonia

and without it, respectively.
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Figure 1. An example of a dataset with pneumonia Figure 2. An example of a dataset without pneumonia

In Figure 3, the class balance in the image dataset is depicted. The class of images with
the disease predominates over the healthy lungs. With the use of augmentation, it is necessary
to balance the classes.

Pneumonia

Normal

Figure 3. Class distribution in the image dataset

To balance the classes, various image augmentation techniques need to be employed.
The ImageDataGenerator from the Keras library works by applying diverse transformations to
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images in the dataset, such as scaling, rotation, zooming, and flipping. ImageDataGenerator
dynamically augments data during each epoch, providing batches to the neural network during
training. This ensures that the model sees different variations of the same image in different
epochs.

Let's examine how the data will look after augmentation using different combinations
of parameters to increase the number of images:

e Combination of image rotations: In Figure 4, images augmented with rotations are
presented. As shown, in this case, the images will be randomly rotated horizontally or vertically
by a certain angle.

Original Image Original Image
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Original Image

Original Image Original Image
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Figure 4. Images are augmented with rotations

e Combination of zooming and height or width shift of images: In Figure 5, images
augmented with zooming and shifts are presented. In this case, the images will be randomly
zoomed in or out. Additionally, they may be arbitrarily shifted horizontally or vertically by a
certain fraction.
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Figure 5. Images are augmented by zooming and shifting

e Combination of brightness adjustment: In Figure 6, images augmented with
brightness adjustment are presented. In this case, the brightness of pixels in the images will be
randomly altered.
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Figure 6. Images are augmented by changing the brightness
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Quality Evaluation of Augmented Data. To detect pneumonia, a CNN network was
employed. Initially, training and evaluation were conducted on the original set of images. For
this training, 15 epochs were utilized with a callback function to reduce the learning rate.

In Figure 7, a classification report of predictions on the original image dataset is
presented. Figure 8 displays the Confusion Matrix of predictions on the original image dataset.

precision recall fl-score support

Pneumonia (Class @) 8.70 1.00 8.82 390
Normal (Class 1) 9.99 0.29 8.45 234 { -
accuracy 0.73 624
macro avg 0.84 0.65 2.64 624
weighted avg 8.81 0.73 0.69 624
Figure 7. Classification report of predictions on the original Figure 8. Confusion matrix of predictions
image dataset on the original image dataset

Using this model, pneumonia prediction proved to be reasonably accurate (Precision =0.70)
and demonstrated high sensitivity in correctly identifying this condition (Recall = 1.00), resulting
in a generalized F1-score of 0.82.

However, the model was less effective in identifying cases without pneumonia
(normal condition — class 1), with precision at 99% but low sensitivity at only 29%, leading
to an F1-score of 0.45.

The overall accuracy of the model is 73%, which, while higher than random chance,
still leaves room for improvement.

Now, let's analyze the results of pneumonia prediction using the augmentation methods
described above. The ImageDataGenerator from the Keras library was used as an augmentor. It
dynamically identifies minority classes and balances the dataset during training. Additionally, it
generates new synthetic samples for each class. The results obtained with augmentation are as
follows.
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Random scaling and shifts in height or width of images. On Fig. 9, the
classification report of predictions on the augmented image dataset using shifts and scaling
is presented. Fig. 10 shows the Confusion matrix of predictions on the augmented image
dataset using shifts and scaling

precision recall fl-score support
Pneumonia (Class @) 0.93 0.94 8.94 39
Normal (Class 1) 0.5%@ 0.89 0.89 234 .
accuracy 8.92 624
nacro avg 0.92 2.91 2.91 624
weighted avg 0.92 8.92 e.92 624 -

Figure 9. A classification report of predictions on an Figure 10. Confusion matrix predictions on an
augmented image dataset using shifts and approximations augmented image dataset using shifts and
approximations

In comparison to the original dataset, the results of applying CNN to the dataset
augmented with random shifts and scaling showed even better performance.

For the pneumonia class, precision increased to 93%, and recall reached 94%.
This indicates that the model identified almost all pneumonia cases, and most predictions
were correct. The overall f1-score, which is the harmonic mean between precision and
recall, is 94%.

In the case of determining the normal state, accuracy increased to 90%, and sensitivity
reached 89%. This means that the model more accurately recognizes the normal state of patients
and makes fewer mistakes in diagnosing pneumonia. The f1-score for these results reached 89%.

The overall accuracy of the model increased to 92%, demonstrating a significant
improvement in its effectiveness in determining the patients' condition.

Random Changes in Brightness. Figure 11 shows the classification report of
predictions on the augmented dataset using changes in brightness. Figure 12 presents the
Confusion Matrix of predictions on the augmented dataset using changes in brightness.

precision recall fl-score support

Pneunonia (Class @) 8.62 0.99 .77 39

Nornal (Class 1) 0.00 9.9 2.90 234

accuracy 9.62 624

macro avg 8.31 8.50 8.38 624

weighted avg 2.39 8.62 8.48 624
Figure 11. A classification report of predictions on an Figure 12. Confusion matrix predictions on an
augmented image dataset using luminance variation augmented dataset of images using changes in

brightness
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In comparison to the original dataset, the results of using CNN on the augmented dataset
with changes in brightness are significantly worse.

The precision of pneumonia detection decreased to 62%, but recall increased and
reached 99%. This means that the model has leaned towards extremes, predicting
pneumonia in a large number of cases, including healthy patients. As a result, the f1-score
for this class is 77%.

For the determination of the normal state, the model achieved zero values for precision,
recall, and fl-score. This indicates that the model completely failed to recognize healthy
patients, even though there were 234 of them in the dataset.

The overall accuracy of the model is 62%, and the overall f1-score is 38%.

Such a poor result of the model may be attributed to the fact that changes in brightness affect
the contrast of images, which is a key factor in pneumonia recognition on chest X-rays. Thus,
the use of brightness changes in this specific task likely distorted the features the model should
have focused on, resulting in very weak performance.

Random Image Rotations. Figure 13 presents the classification report of predictions
on the augmented dataset using random rotations. Figure 14 shows the Confusion Matrix of
predictions on the augmented dataset using random rotations.

precision recall fl-score support
Pneumonia (Class @) g.88 e.93 9.99 39¢
Normal (Class 1) e.87 e.78 e.82 234 .
accuracy @.87 624
mACro avyg 0.87 0.86 .86 624
weighted avg 0.87 a.87 0.87 624
Figure 13. A classification report of predictions on an Figure 14. Confusion matrix predictions on an
augmented image dataset using rotations augmented image dataset using rotations

In comparison to the original dataset, CNN trained on the dataset augmented with
rotations showed better results.

The precision in pneumonia detection significantly increased, reaching 88%. Sensitivity
also increased to 93%, ensuring almost complete detection of all pneumonia cases. The f1-score
compared to the previous results increased to 90%.

Regarding the determination of the normal state, the model also improved. Precision
increased to 87%, and recall reached 78%. This means that the model became much less
«pessimisticy» and recognized a larger number of healthy patients. The harmonic mean of these
two metrics, f1-score, now stands at 82%.

Overall, the accuracy of the model has significantly increased, reaching 87%. This
indicates that the model was much more effective in recognizing the patients' condition, both
in the case of pneumonia and in the normal state.

Comparison of results. The results obtained using augmentation were compared with
the results obtained on the original dataset. The table reflects the impact of augmentation and
the percentage improvement in metrics.
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The calculation of the change in results will be carried out according to the formula:

Variation = (m —n) * 100%

where m — is the original dataset, n —is the augmented dataset.

The table visually demonstrates the percentage improvement (green color) or
deterioration (red color) of the results:

Table 1

A metric variable on a sample of images

Augmentation Random changes in
Metrics Random chance . Random turns
brightness
Accuracy 19% -11% 14%
Precision 8% -53% 3%
Recall 26% -15% 21%
F1-score 27% -26% 22%

Using brightness changes results in significant deterioration. This is because
X-ray images are highly sensitive to such alterations, and in some cases, we lose pneumonia
data, or conversely, we might erroneously assume pneumonia is present in healthy images.
However, augmentation using rotations and shifts proved to be very well-suited for this
dataset, resulting in a significant improvement in prediction outcomes.

Conclusions. The conducted research involved an analysis of scientific literature
on data augmentation methods for image data modality. The outcome identified the
main challenges of data augmentation and outlined the necessary research directions
to enhance the accuracy and generalization capabilities of machine learning and artificial
intelligence models. Further analysis, and the development of criteria for evaluating
augmentation methods, and experiments, the results of which will be used to determine
the most optimal data augmentation approaches, laid the groundwork for future
research.

The aspects of classification applied to this data modality were described.
The classification challenges in the context of working with imbalanced data were
highlighted, and the consequences of which can be mitigated by employing artificial
data augmentation methods for underrepresented classes. Various classifiers, ranging
from logistic regression to convolutional neural networks, can be used in classification
depending on several factors. The importance of evaluating the quality of models using
various performance metrics to determine their effectiveness in relevant scenarios was
emphasized.

Experiments were conducted for the image data modality using three different
augmentations: random shifts, random brightness changes, and random rotations. The
experiments were carried out on the original dataset and the augmented dataset. A
comparative analysis of prediction improvements helped understand both deteriorations and
enhancements in the results.
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MOPIBHSUIBHU AHAJII3 METOJIB AYTMEHTAIIIT JAHUX JIJIA

MOJAJIBHOCTI 30bPA’KEHb

Amnpapiii boxonko; Haranis MeasnukoBa; FOpiii IlaTepera

Hayionanvnuu ynisepcumem «Jlvgiecoka nonimexunixkay, Jlv6is, Yxpaina

Pe3tome. B cyuacnomy c8imi MauwuHHe HABYAHHA CMALO KIIOYOBUM IHCMPYMEHMOM O AHANI3Y

ma onpayioeanHs O0anux y pizuux cgepax — 6i0 meduyunu 0o mpancnopmy. Oouax, wob oocsemu
BUCOKOI MOYHOCMI Ma HAOTUHOCMI 68 NPOSHO3Y8AHHI, MAWUHHE HABYAHHSA NOMpeOye GeIuxoi Kiibkocmi
Ooanux. Ilpome y 6acambox 6unaodkax HAAGHICMb O00CMAMHBLOI KIILbKOCMI OAHUX € HEMOICIUBOIOD ,
WO YCKIAAOHIOE PO3POOIEHH eheKmusHux mooeneti mawunnoz2o Hasuyauns. OOHICIO 3 8aAXNCIUSUX NpObIeM
Y MAWUHHOMY HAGYAHHI € AHANI3 KOpOmKuUx Habopie Oanux. Y maxux eunaokax, po3poOieHHs
epexmuenoi Mooeni MAWUHHO2O HABYAHHA MOJiCe Oymu CKIAOHUM 3A60AHHAM, OCKIIbKU MOYHICHb
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maxux mooeneil 3azeuyai sanedxcums 6i0 obcaey Ooanux. [Ipome 3acmocysanmna memooie ayemenmayii
Oanux modce 30ibuwumu 00cse 0aHux, HeoOXIOHUX 05l epeKmueHo20 Haguanus mooenel. Memoio pobomu
€ NOpIGHANbHUUL aHANi3 MemoOdie ayemeHmayii OaHux OaA MOOANbHOCMI 300pasxceHs. YV pamkax
pobomu 00CnioOHceHoo pi3Hi Memoou ayemeHmayii Oaumux 0asa 300padxcens. J[OCHiONHCeHHA BUKOHAHO 34
00NOMO2010  PI3HUX —aneopummie ma Mmooenell MAwuHHO20 HasuyauHA. IlopigHAHHA pe3yibmamis
00CnioHceHb  003601UMb  BUSHAYUMU — ePeKMUBHICMb  DISHUX Memooie ayemeHmayii Oawux O
mooanvHocmi 300pascensb. 00 €kmom 00CHiONHCeHHA € npoyecu NPOSHO3V8AHHA V 6UNAOKY KOPOMKUX
Habopie mabauuHux OaHux. Memoodamu O0CHIONCeHHA € ancoOpumMU MAWUHHO20 HABYAHHA, AKI
BUKOPUCMOBYIOMbCS OJis1 pobomu 3 MOOAAbHOCMIO 300padsicenus. IIpedmemom 00CniOdNceHHs € Memoou
WMYYHO020 OONOGHEHHA OAHUX 015 300padxcens. Jlocacnents memu 8i00y68acmves, 8 neputy yepey, 3a paxyHox
BUBYEHHs ICHYIOUUX 3aC00I8 MAUUHHO20 HABYAHHS MA Memooié O0O0NOGHEHHs OAHUX O 300PadiCeHb.
Hooanvwe pos3pobnenns npoepamnozo 3abesneyerHs Ol 6NPOBAONCEHHS DIZHUX Memo0i@ O0ONOGHEHHs
OaHux [ Mooenell MAWUHHO20 HABYAHHS O 300padicenb. Anpobayilo pobomu nPOEeOeHO WLIAXOM
aumanizy egpexmusnocmi pisHux Memooig OO0NOGHEHHA OAHUX OAs 300padceHb 3a O00NOMO2010 Mempux
AKOCMI ma cCMamucmudHux Memoois. Y pezynomami 00CAi0HCeHHs OMPUMAHO NOPIBHATbHUL AHALI3 GNAUBY
PDI3HUX Memo0i8 OONOBHEHHS OAHUX HA eeKmusHicmb Kiacugixamopis 300pasxiceHsb i3 GUKOPUCTNAHHAM
piznux mempux, maxux, sax accuracy, recall, precision, fl-score, confusion matrix.

Knrwowuosi cnoea: mooanvricms 0anux, kiacuixayisi, ayemenmayis OAHUX, PO3UWUPEHHS 8UDIPKU,
MAUWUHHE HAGUAHHSL.
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