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Summary. In the paper, research was carried out in the medical field, which is very important for people
and is gaining more and more importance every year. The study was aimed at predicting the occurrence of a
stroke, this disease is a serious threat to people's health and lives. To build machine learning models that could
solve the problem of predicting the occurrence of a stroke, a very unbalanced dataset was used, which made the
work difficult. The best results were shown by the Random Forest model, which reached precision, recall, and
fl-score equal to 90%. The obtained results can be useful for doctors and medical workers engaged in the
diagnosis and treatment of stroke.
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Statement of the problem. Stroke is one of the most common causes of death and
disability in the world. Often, people who are at increased risk of stroke are not aware of it and
therefore do not seek help from their doctors. In addition, even if a person sees a doctor, the
diagnosis can be difficult, which delays the necessary treatment and can lead to serious
consequences. Thus, there is a need to develop an effective stroke prediction system that would
help reduce the risk of stroke and improve people's quality of life. In this context, machine
learning methods can become a powerful tool for analyzing and predicting the risk of stroke.
Therefore, the problem is that it is necessary to investigate the effectiveness of different
machine learning methods to effectively predict the risk of stroke and to find the best methods
to solve this prediction problem.

Analysis of the available investigations. The authors of the paper [1] aimed to propose
a stroke prediction model using machine learning classifiers and a stacking ensemble classifier.
The proposed stacking prediction model showed an accuracy rate of 97%. However, the study
has some drawbacks that may limit its use. For example, the process of selecting and preparing
data for analysis is not sufficiently described. In the paper [2], the authors conducted a study
that proposes a machine learning approach for stroke diagnosis using unbalanced data. The
randomized sampling (ROS) technique was used in this study to balance the data. The results
showed that Machine Support Vector has the highest accuracy of 99.99%. Random Forest
showed the second highest accuracy rate — 99.87%. However, the article has several drawbacks:
the study uses a fairly limited amount of data, which may affect the accuracy of the results. In
the paper [3], several models for predicting stroke risk were developed and evaluated using
machine learning. The experimental results showed that the stacking classification achieved an
AUC of 98.9% and an accuracy of 97.4%. The disadvantage of this article is that the study does
not compare the effectiveness of the methods used with other methods of stroke risk prediction.
In general, the papers [1-3] achieved very high accuracy, recall, precision, and fl-score,
including solving the problem of data imbalance using various. However, rather high accuracy
rates of more than 98%-99%, this tells that the models may be overtrained. In the paper [4], the
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authors obtained the best accuracy from Random Forest, which amounted to 96.01%. However,
the study has some shortcomings: the authors did not check for data imbalance, which casts
doubt on the high accuracy rates. In the paper [5] the algorithm that performed best was the
Naive Bayes algorithm, which yielded an accuracy of approximately 82%. However, the work
has some drawbacks: relatively low accuracy achieved.

Thus, the reviewed studies have many strengths. However, these studies also have a
number of shortcomings that will be addressed. For example, solving the problem of
unbalanced data to achieve true results, solving the problem of underfitting models to obtain
true and qualitative results.

The Objective of the work is the development of a software product — a program to
predict the risk of stroke using advanced machine learning methods. The goal is driven by the
need to achieve true and high-quality results for further use in medicine.

Statement of the task. To pre-process data to achieve better and more plausible results;
to create fast, efficient and optimized machine learning models; achieve a good level of
performance evaluation indicators for machine learning models, including accuracy; and search
for and select optimal hyperparameters for the machine learning models used.

Research part and results. Now, let's move on to describe a dataset. It was obtained
from the website of DataHack Analytics Vidhya [6].

The dataset consists of 11 columns, and 4981 rows. The columns have 'gender’,
‘age’, 'hypertension’, ‘heart_disease’, ‘ever_married’, ‘work_type', 'Residence_type',
‘avg_glucose_level’, 'bmi’, 'smoking_status' and 'stroke' as the main attributes. The output
column is 'stroke’. Table 1 shows a description of the data columns from the dataset used:

Table 1

Stroke DataSet

Column Name

Type(Values) of the column

Description of the column

gender

String(Male, Female, Other)

Gender of the patient

age

Integer

Age of the patient

hypertension

Integer(1, 0)

Whether the patient has
hypertension or not

heart_disease

Integer(1, 0)

Whether the patient has
heart disease or not

ever_married

String(Yes, No)

Whether the patient is
married or not

work_type

String(Govt_job,
Never_worked, Private,
Self-employed, children)

Categories for work of the
patient

Residence_type

String(Urban, Rural)

Categories for residence
type of the patient

avg_glucose_level

Float

Value of the average glucose
level of the patient

bmi

Float

Value of the Body Mass
Index of the patient

smoking_status

String(formerly smoked,
never smoked, smokes,
unknown)

Categories for smoking
status of the patient

stroke

Integer(1, 0)

Whether the patient has
stroke or not
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The dataset is highly unbalanced, as the value of no stroke (value equal to 0) occurs
4733 times, and there was a stroke (value equal to 1) only 248 times.

Data preprocessing:

Data preprocessing plays a very important role in preparing data for training machine
learning models. In our case, based on the structure and content of our data, as well as the task
set in this paper, we will perform the following data preprocessing operations: Outlier removal
will be done by the interquartile range method; Categorical data encoding will be done by the
one-hot-encoding method; Deal with unbalanced data will be done by the SMOTE method; The
dataset will be split in the ratio of 80% and 20%, where 80% is the data for training the model
and 20% is the data for testing the model; Attribute scaling will be performed by using the min-
max-scaler method.

Machine learning models:

Now, we can move on to selecting specific classification models for our task: Decision
Tree is a machine learning algorithm that can be used for classification tasks; Random Forest
is @ machine learning algorithm that belongs to the category of ensemble methods and can be
used for solving classification problems; K-Neighbors is a machine learning algorithm that can
be used for classification tasks based on the K-Nearest Neighbors (K-NN) method; Ada Boost,
or Adaptive Boosting, is a machine learning algorithm that belongs to the category of ensemble
methods and can be used for classification tasks; Stacking is a machine learning algorithm that
also belongs to the to the category of ensemble methods and can be used for classification tasks,
but this algorithm differs from more traditional ensemble methods, such as Random Forest or
Ada Boost.

Hyperparameters:

In our case, when the data volume is 4981 rows and 11 columns, which is not a very
large amount of data, it is a good choice to try using the Grid Search method. Grid Search is a
method of tuning model hyperparameters that involves testing all possible combinations of
hyperparameters that are specified by the user in advance.

Evaluation metrics:

Performance metrics help determine how well a model performs its task. Let's move on
to consider the main evaluation metrics:

Accuracy is the ratio of the number of correctly classified instances to the total number
of instances in the test dataset. Accuracy formula:

| ~ TP + TN 0
CeUracy = Tp Y TN+ FP + FN

TP — the number of correctly classified positive examples; TN — the number of correctly
classified negative examples; FP —the number of incorrectly classified positive examples; FN —
the number of incorrectly classified negative examples.

Precision determines which part of the positively categorized examples are really
positive. Recall determines what proportion of the truly positive examples were correctly
classified. Precision and recall formulas:

Precision — TP @)
recision = TP T FP
TP
R = 3
ecall = 75=7N @)

TP, FP and FN are determined as described earlier.
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The F1-score is a harmonic mean between accuracy and completeness. It helps to
balance accuracy and completeness in one number. F1-score formula:

1 _ 2 * Precision * Recall (@)
SC0Te = T precision + Recall

Precision and Recall are determined as described earlier.

The confusion matrix displays the number of correctly and incorrectly classified
examples for each class.

Based on the task at paper and dataset, in the work will be used f1-score, precision, and
recall as the main metrics; confusion matrix as an auxiliary metric; and accuracy to compare
with the main metrics to evaluate the solution to the problem of imbalance in our dataset.

Data preprocessing results:

First, let's look at the results of removing outliers in the data. Figure 1 shows the
avg_clucose_level and bmi before outliers are removed:

Figure 1. Avg_glucose_level and bmi data before removing outliers

Now let's look at this data after removing the outliers, as shown in Figure 2:

Figure 2. Avg_glucose_level and bmi data after removing outliers

From these figures, we can conclude that the outliers removal operation was successful.
Next, let's move on to the results of encoding categorical features. These results are
shown in Figures 3-4:
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Figure 4. The results of encoding the features — work_type and smoking_status

Now let's move on to the attribute scaling operation using the min max scaler method.
The results of attribute scaling are shown in Figure 5:

age hypertension heart disecase avg glu

Figure 5. Results of scaling attributes — age, avg_glucose_level and bmi

Now let's move on to solving the problem of unbalanced data. The amount of data in
the stroke column before and after the SMOTE method is shown in Figures 6-7:

7] LWEE
1 248
Name: stroke, dtype: inte4

Figure 6. The amount of stroke data before applying the SMOTE method

5} 4733
1 2366

Name: stroke, dtype: inte4

Figure 7. The amount of stroke data after applying the SMOTE method

These figures show that after applying the SMOTE method, our data became balanced
and now the number of 1 class is much higher due to the addition of synthetic instances.

Models results:

Now, let's move on to the results of training and testing our models, first looking at the
performance of the base models with default hyperparameters on the testing data. The results
of testing the basic Decision Tree Classifier model are shown in Table 2:
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Results of the basic Decision Tree Classifier model

class precision recall f1-score accuracy
0 (no stroke) 0.89 0.91
1 (stroke) 0.82 0.80 081 0.97

The following conclusions can be drawn from this table: The model performed an
almost stable and balanced classification of the data, because the precision and recall values
are quite close for the two classes, which indicates that the model distinguishes between the
two classes well; The f1-score is 76%, which is not a very high value.

Now let's look at the results of testing the basic Random Forest Classifier, which are
shown in Table 3:

Table 3

Results of the basic Random Forest Classifier model

class precision recall f1-score accuracy
0 (no stroke) 0.93 0.94
1 (stroke) 0.87 0.86 0.86 0.9

The following conclusions can be drawn from this table: The model performed a
stable and balanced data classification, just like the baseline Decision Tree Classifier model;
The precision and recall values are quite close for the two classes. The fl1-score is 86%,
which is quite a high value and acceptable for further improvement.

Now let's look at the results of testing the basic K-Neighbors Classifier, which are shown
in Table 4:

Table 4

Results of the basic K-Neighbors Classifier model

class precision recall fl-score accuracy
0 (no stroke) 0.84 0.95
1 (stroke) 0.92 0.75 0.82 0.86

The following conclusions can be drawn from this table: The model did not perform
a very stable classification; The precision score is almost close for both classes, but
the recall score is quite different; The f1-score and accuracy are not very high — 82% and
86%.

Now let's look at the results of testing the basic AdaBoost Classifier, which are shown
in Table 5:

Table 5

Results of the basic AdaBoost Classifier model

class precision recall fl-score accuracy
0 (no stroke) 0.82 0.86
0.7 0.79
1 (stroke) 0.73 0.68
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The following conclusions can be drawn from this table: The model did not make a very
stable classification; The precision score is closer for both classes, but the recall score is very
different; The f1-score is not high — 70%.

Now let's look at the results of testing the basic Stacking Classifier, which are shown in
Table 6:

Table 6

Results of the basic Stacking Classifier model

class precision recall fl1-score accuracy
0 (no stroke) 0.94 0.93 0.87 0.1
1 (stroke) 0.87 0.88 ' '

The following conclusions can be drawn from this table: The model performed a stable
classification, similar to the base Random Forest Classifier model; The precision and recall
scores are quite similar for both classes; The fl-score is 87%, which is the best result among
the baseline models.

So, in general, we can conclude that the Random Forest Classifier model performed the
best among the baseline models, as it was quite stable and did not actually get confused between
classes, and its f1-score was 86%, which is a pretty good value for such a dataset.

Now let's move on to the results of finding the best hyperparameters for our models
using the Grid Search method. As a result of this method, the Random Forest Classifier model
was improved the most significantly. It was built a model with the following hyperparameters:
n_estimators — 500; criterion — entropy; max_depth — 30. The results of this model are shown
in Table 7 and Figure 8:

Table 7

Results of the improved Random Forest Classifier model

class precision recall f1-score accuracy
0 (no stroke) 0.93 0.94
0.9 0.91
1 (stroke) 0.89 0.86

- 600
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- 400
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Figure 8. Confusion matrix for improved Random Forest Classifier
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The following conclusions can be drawn from these results: The f1-score has increased
by 4% and is equal to 90%, which is a rather high value; The model also performed a balanced
classification; The number of classification errors in the 0 (no stroke) class is 69, and the
number of class 1 (stroke) errors is 52.

Comparison with a trained model on unbalanced data:

To evaluate the impact of imbalanced data, we will create a random forest classifier
model without using the SMOTE method and see how this model performs:

Table 8

Results of the Random Forest Classifier model without SMOTE method

class precision recall f1-score accuracy
0 (no stroke) 1 0.96 0.98 0.96
1 (stroke) 0 0 0 '

The following conclusions can be drawn from this table: The model performs very
poorly and is not stable; The model was not able to classify class 1 (stroke) at all; The accuracy
of the model is 96%, but this metric does not correspond to the actual performance of the model;
The precision, recall and fl1-score for class 1(stroke) are 0, so the model has not learned to
distinguish this class.

So, we can conclude that when the data is very unbalanced, it is definitely worth solving
this problem, because the results of model training will not be true. The accuracy metric is a
poor choice for validating classification models.

Conclusions. The paper performed research in the medical field, which is very
important for people and is becoming more and more important every year. The study was
aimed at predicting the occurrence of stroke, which is a serious threat to human health and life.

The best model (Random Forest Classifier) showed the following values for these
indicators: Precision — 90%; Recall — 90%; f-1 score — 90%. The accuracy score was also used,
which was equal to 91%, but in order to show the inappropriateness of this indicator in
classification tasks, the Random Forest Classifier model was trained on data that was processed
without the stage of solving the problem of data imbalance. As a result, the model showed an
accuracy rate of 96%, but the precision, recall, and f1-score for the 1 (stroke) class were 0%.
These results showed that the model learned poorly and was unable to classify this class at all.

The findings of this study are quite important because they can help doctors implement
preventive measures more effectively and increase the chances of saving patients' lives and
health from stroke.
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3ACTOCYBAHHA METOAIB MAHIMHHOTI'O HABYAHHA 1A
INPOI'HO3YBAHHA 3AI'PO3U BUHUKHEHHSA IHCYJbTY

JIrooomup-Ounexciii Yepemyk; Harauais MeJbHUKOBA

Hayionanvnuti ynisepcumem «JIvgiscoka Ilonimexuixay, Jlveie, Ykpaina

Pe3tome. [Ipogedeno 0ocnioxncenns 8 meOuuHill cghepi, Axka € Oydce 8aANCIUBOIO Oisl N0Oell [ 3 KOWCHUM
POKOM HAby8ac 8ce OiNbU020 3HaAUeHHs. JJOCTIONCeR . CRPSIMOBAHE HA NPOSHO3VEAHHSL BUHUKHEHH s IHCYyabmy. Lle
3aX60PHOGAHHA € CEPUO3HOI0 3A2p0o3010 0/l 300p08's ma dcumms uoodel. /i nodyo0osu mooenet MAuUHHO20
HAGUAHHS, 5IKI 6 MO2IU upiuumu npooremy NpoSHO3Y8AHHS GUHUKHEHHS THCYIbMY, BUKOPUCTIOBYEABCS Oyoice
Hesbanancosanull Habip daHux, Wo yCKIaoHosaio pobomy. Bukopucmosyouu onpayvosani oami, ompumani 6
pe3yibmami 3acmocy8ansi Memooié NOnepeoHbo20 ONPayio8anHs OaHux, noby008aHo ma NOPIGHANO Pi3Hi MoOei
MAWUHHO20 HABYAHHS OISl GUPIUEHHs NocmagneHoi 3adaui kiacugikayii. Hatikpawi pezynsmamu noxasana
moodenw random forest, sixa oocsena precision, recall ma fl-score na pieni 90%. Taxodic 6UKOPUCMOBYEABCA
noxaszuux accuracy, axutl oopienioeas 90%. Oonax 0nss moeo, wob nOKA3amMu HeOOYiNbHICMb 0AH020 NOKA3HUKA
6 3adauax xiacugpixayii, Oyno nampenosano modens random forest cClassifier 3 nationmumansHivuMu
2inepnapamempamu, OMpUMAHUMU 3a 00nomoz2or memody grid Search na oanux, sxi onpayvosani b6e3 emany
supiuiennss npobiemu He3banancoganocmi oanux. Y pezyibmami Modenb ROKA3a1d NOKA3HUK accuracy, wo
dopieniosas 96%. IIpome noxasnuxu precision, recall ma fl1-score ons 1 (6yoe incynrom) knacy oopisuroganu 0%.
Taxi pe3ynomamu nOKA3AAU, WO MOOELb NO2AHO HAGUUNAC MA 83A2Ali He 3M02]1a KIACUDIKYeamu Oanutl Kiac.
Omoice. 6 pezyromami ukoHauHs 0anoi pobomu nobyoosano modenv random forest classifier ona eupiuienns
npobeMu NPOSHO3Y8ANHS SUHUKHEHHS! THCYAbIY, SIKA NOKA341d 000pi pe3ylomamu OYIHIOBAHHS NOKA3HUKIG
precision, recall ma fl-score — 90%. Ompumani pe3yromamu OOCHONCEHHI € OOCUMb BANCTUBUMU, OCKLTLKU
MO2ICYmMb OONOMO2SMU JIKAPAM eheKmusHiue enposad’cysamu npohiraxmuymi 3axo0u i 30iibuumu Wancu Ha
NOPAMYHOK JCUMMS Ma 300P08's NAYICHMIB 8i0 IHCYIbIMY.

Knrwouoei cnosa: mawunne nasuanus, iHcyavm, 0epeso piuieHb, unadkogutl ic, k-cyciois, aoanmushe
NPUCKOPEHHSl, CMEKY8AHHSl, MEXHIKA HAOMIPHOT BUOIDKU CUHMEMUYHOL MEHUOCMI, CIMKOBUI NOULYK.
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